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ABSTRACT

Forecasting wind speed or capacity of wind power is playing an important role to serve the problem of resource mobilization of the power system. However, forecasting is still a difficult problem because there are many factors affecting wind speed. In this paper, our goals are using some feature selection methods to find the best approach as well as to select the meteorological parameters that have great influence on wind speed, thereby helping to improve our predictive model. Pearson’s Correlation, Random Forest, Boruta were 3 feature selection methods to be used on 2 weather datasets in 2 different locations. Firstly, each data was analyzed with separate autocorrelation and partial autocorrelation analysis. From this, the hysteresis characteristics of the data were obtained then added to the methods. Following that, we carried out and compared the performance of the feature selection methods based on the evaluation criteria of each method. The results show that the wind speed depends heavily on the lags closest to it and in different geographical locations gives different results.
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1. Introduction

Due to the energy crisis and environmental issues, renewable energy (RE) has attracted global attention and becomes an alternative to fossil-based energy sources all over the world in the last decade [1]. Among various kinds of RE resources, wind energy is one of the important RE sources with the rapid development and significant penetration into power systems [2], [3]. However, the intermittency of wind power makes power system operation and control more challenging [3]. To effectively integrate wind energy into systems, the wind speed (WS) and wind power (WP) need to be accurately predicted.

In recent years, AI-based models are well developed and widely used for forecasting WS/WP. However, when developing and applying these models, several following challenges have been raising: (1) the complexity of models and (2) the volume of data [4]. WS/WP is usually predicted based on its historical data and the meteorological data which are commonly represented by extensive time series with multi-dimensions, data noises, and redundancy or lack of attributes. Moreover, using a very complex AI-based forecasting model with a huge volume of input data to train the model is not always feasible because of the limited calculation time and memory [5], [6]. Therefore, approaches for reducing the number of features in the model to eliminate extraneous and redundant data, avoid the loss of relevant information, and reduce computation time are necessary. Feature selection (FS) is usually considered as an efficient solution for this problem, which plays an important role in the data analysis process.

The basic feature selection method can be analyzed into 3 categories based on interaction with the model machine: Filter, Wrapper, Embedded method [5]-[7]. In WS/WP forecasting, various studies were conducted using a certain FS method to find out the features affecting the WS/WP to improve the forecasting accuracy as well as decrease the computational cost. In [2], Jiang et al. proposed a feature selection method using kernel density estimation (KDE)-based Kullback-Leibler divergence (KLD) and energy measure to reduce the influence of the illusive components. The original features include the subset of components after decompositions and their lags. The results of the FS process provided the subseries with lags of 3 to 6 to conduct a one-step prediction. Similarly, the optimal feature subset was selected from the combinations of the original features which were constructed from all the intrinsic mode functions and the residual after the decomposition of the wind speed series [3]. In other studies, the effects of meteorological variables such as air temperature, wind direction, relative humidity, incoming and reflected shortwave to the WS were considered using ReliefF method [8].

However, studies on the influence of weather parameters on the WP/WS have been still limited. Generally, the FS for WS/WP was usually based on time series or decomposed series of wind speed and their lags. Moreover, almost all studies have used only one method for FS without comparison. Therefore, in this paper, we aimed at studying different FS methods for WS to access the attributes of other meteorological parameters into the WS, find out the elements which have a significant impact on WS. Additionally, a comparison analysis was carried out using 2 weather datasets in Osaka (Japan) and Basel (Switzerland).

The paper is organized as follows. First, we briefly introduced different methods for FS in section 2. We use 3 methods, namely Pearson Correlation (PC), Random Forest, and Boruta which represented for 3 categories of Filter, Wrapper, Embedded methods, respectively. The simulation results and discussions were presented in section 3. Finally, conclusions are drawn in Section 4.

2. Feature selection methods

As mentioned above, Feature Selection (FS) is an important step in data analysis to improve the accuracy of the model while reducing the computational burden and complexity of the model. The basic feature selection methods can be classified into 3 types: Filter method, Wrapper
method, and Embedded method. Filter method is based on the different characteristics of the data to estimate and select a subset of the features, using evaluation measures extracted from the data set, such as distance, information, dependency, consistency [9], [10]. The wrapper method needs a machine learning algorithm and uses the performance of the algorithm as a benchmark for evaluation. This method finds the features that are best to machine learning algorithms for the purpose of improving data opening performance. This method uses predictive accuracy to classify features. Some of the commonly used methods here are Forward Feature Selection, Backward Feature Elimination, and Recursive Feature Elimination (RFE) [11]. Embedded feature selection techniques are quite similar to Wrapper, based on different classifiers, predictors, or clustering procedures. Some of the more commonly known methods include: L1(LASSO) [12], Random Forest(RF) [13], [14] or Decision Tree algorithm [15]. Figure 1 shown the block diagram of three methods of feature selection.

![Block diagram of feature selection methods](image)

2.1. Pearson’s Correlation (PC)

The Pearson's correlation coefficient is a measure of the linear relationship between two interval- or ratio-level variables. Its value ranges from -1 to +1. The closer the value is to the boundary, the higher the correlation. A positive value of the correlation coefficient indicates the covariance of one variable with another. In contrast, a negative value of the correlation coefficient gives the inverse among the analyzed variables. Values of the correlation coefficient close to 0 mean that the variables have almost no correlation, and values close to -1 or +1 indicate a strong linear association between the two variables [16].

\[
Cor(X, Y) = \frac{Cov(X, Y)}{\sqrt{Var(X)Var(Y)}}
\]  

(1)

Where Cov(X, Y) indicates the covariance of X and Y, Var(X) and Var(Y) denote the variance of X and Y, respectively. Correlation methods such as the ones above will usually favor any quantitative measurement performed on two or more variables simultaneously, the relationship between the two variables is linear, and both must be analyzed standard distribution. However, it would be unwise to try to compute the correlation to a nonlinear relationship. In this paper, the relationship between weather characteristics and wind speed is nonlinear.

2.2. Random Forest (RF)

Random forest is a supervised learning algorithm that can solve both regression and classification problems. Random Forest algorithm builds many decision trees using the Decision Tree algorithm, but each decision tree will be different (with random factor). The prediction results are then aggregated from the decision trees. The weaknesses of the decision tree, whose
results fluctuate considerably depending on the training data, are compensated for in continuous learning and have a feature that focuses more on wrong answers from prior learning [15], [17].

In the Random forests algorithm used in this paper, we have 2 factors to consider calculating model accuracy: Mean Decrease Accuracy (MDA) and Mean Decrease Gini (MDI). The MDI assumes that the amount of impurity reduction when the individual variable is decided as the partition node is the contribution in the random forests. Classification tree using Gini coefficient index or information collection tree and regression tree using mean of variables to remove impurities. The equation (2) calculates the importance of variable \(x_j\). To calculate variable importance for the MDI method, it adds up the decrease of Gini index of each of the variables from 1 to \(n_{\text{tree}}\), which means the number of trees, and gets the average of all. MDA is a method of calculating the significance of a variable by permutation and it uses Out-of-bag (OOB) to split its sample data. With \(t \in \{1,2,3,\ldots,n_{\text{tree}}\}\), the importance of the variable \(x_j\) in the tree \(t\) is the mean of the difference between the predicted class before the permuting \(x_j\), which is \(y_t = f(x_t)\), and after that, which is \(y_t = f(x_t^j)\), for a given observation \(I\) (Eq(3)).

\[
\text{MDI}(x_j) = \frac{1}{n_{\text{tree}}} \left[ 1 - \sum_{k=1}^{n_{\text{tree}}} Gini(j)^k \right] 
\]

\[
\text{MDA}(x_j) = \frac{1}{n_{\text{tree}}} \sum_{t=1}^{n_{\text{tree}}} \left( \sum_{i \in \text{OOB}} I(y_t = f(x_t^i)) - \sum_{i \in \text{OOB}} I(y_t = f(x_t^j)) \right) / |\text{OOB}|
\]

2.3. Boruta

Boruta is the algorithm to be designed as a wrapper method that combines with the Random Forest algorithm. The original data set is expanded by adding so-called drop shadows valuable features are randomly swapped between training instances to eliminate correlation with a decision variable. Estimating the significance of a calculated feature because of the loss of classification accuracy caused by random permutations of feature values of cases. First and foremost, the loss of classifier accuracy is calculated individually for all decisions trees in the forest use a certain trait to classify cases, and then an average and the standard deviation of the classification accuracy loss is calculated. An important measure is the Z-score calculated by dividing the mean loss by its standard deviation. The importance measure is used to determine the ranking of features [18]. The criterion for assessing the importance of this method is the Z score can be written as Eq. (4).

\[
Z = \frac{x - \mu}{\sigma}
\]

Where \(x\) is the raw score, \(\mu\) is the population mean, and \(\sigma\) is the population standard deviation. After calculating Z score for each feature, maximum Z-score (MZS) between the defined shadow features and a specified hit for every feature that scores better than the MZS. The two-sided equality test with MZS is applied. Features are important significantly lower than the MZS are considered irrelevant (rejected). Features with significantly higher importance than MZS are considered relevant (confirmed) features. The remaining features are treated as tentative ones.

3. Result and discussion

3.1. Case study

In general, for feature selection, a lot of meteorological data need to be used. The time series should be at least 1 year to cover the possible seasonal characteristic. However, it is not necessary to use too much data due to the time consuming and the difficulty in collecting data in a long time. Moreover, the purpose of the study is to find out which parameters have the great impact on wind speed, not the precise relationship between them. Therefore, in this study, we used the
weather dataset of two regions: Basel and Osaka during 5 years from 2010 to 2014 [19], [20] to determine the statistics of the characteristics that affected the wind speed. The weather characteristics of Basel and Osaka are given in Table 1 and 2, respectively. While weather data for Osaka is collected by the Japan Meteorological Agency (JMA), weather data for Basel is collected by Meteoblue - a meteorological service created at the University of Basel, Switzerland, in partnership with the US National Oceanic and Atmosphere Administration and the National Center for Environmental Prediction located in Basel city. Both data are recorded hourly.

In this paper, the Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF) functions are used to determine the lagging features of the wind speed itself in Basel and Osaka, shown in Figure 2 and 3.

Figure 2 and 3 reveal information on the relationship of wind speed to itself at different lags. First of all, Osaka's autocorrelation function oscillated gradually according to the exponential law while with that of Basel, we couldn’t conclude yet, and these PACF plots showed that the partial correlation function of Basel was the damped sine wave law while that of Osaka was the exponential damping oscillation. In these partial correlation function plots, the wind speed of Basel depended a lot on lag 1, lag 2, and lag 3 while that of Osaka depended almost on lag 1, lag 2. The reason why the ACF and PACF were to be considered is that these plots helped us to see which wind speed lags had a great influence on itself at the time t. After filtering out the important lags, they were combined with the first lag of other features to form a set of lagged features and used the above methods to find the good ones.

Table 1. Descriptive statistics of raw historical weather data set of Osaka city from 2010 to 2014

<table>
<thead>
<tr>
<th>Pressure (hPa)</th>
<th>Air Temp. (°c)</th>
<th>Dewpoint (°c)</th>
<th>Humidity (%)</th>
<th>Wind speed (m/s)</th>
<th>Hours sunlight (h)</th>
<th>Solar radiation (MJ/m²)</th>
<th>Cloudiness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1005.17</td>
<td>16.94</td>
<td>9.35</td>
<td>62.71</td>
<td>2.49</td>
<td>0.45</td>
<td>0.59</td>
</tr>
<tr>
<td>St.dev</td>
<td>6.7</td>
<td>8.95</td>
<td>9.57</td>
<td>15.93</td>
<td>1.42</td>
<td>0.43</td>
<td>0.89</td>
</tr>
<tr>
<td>Min.</td>
<td>971</td>
<td>-2.7</td>
<td>-14.2</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Max.</td>
<td>1024</td>
<td>38.1</td>
<td>26.2</td>
<td>99</td>
<td>11.7</td>
<td>1</td>
<td>4.11</td>
</tr>
</tbody>
</table>

Table 2. Descriptive statistics of raw historical weather data set of Basel city from 2010 to 2014

<table>
<thead>
<tr>
<th>Temp. (°c)</th>
<th>Humidity (%)</th>
<th>Wind Speed (km/h)</th>
<th>Wind Direction (°) [10 m]</th>
<th>Cloud Cover</th>
<th>Solar Radiation (W/m²)</th>
<th>Direct Radiation (W/m²)</th>
<th>Diffuse Radiation (W/m²)</th>
<th>Mean Sea Level Pressure (hPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>11.78</td>
<td>72.36</td>
<td>10.62</td>
<td>201.41</td>
<td>53</td>
<td>163.07</td>
<td>96.55</td>
<td>66.52</td>
</tr>
<tr>
<td>St.dev.</td>
<td>7.68</td>
<td>14.95</td>
<td>7.87</td>
<td>96.09</td>
<td>45.75</td>
<td>230.13</td>
<td>150.89</td>
<td>86.6</td>
</tr>
<tr>
<td>Min.</td>
<td>-12.52</td>
<td>17</td>
<td>0</td>
<td>0.64</td>
<td>0</td>
<td>0</td>
<td>-9.07</td>
<td>0</td>
</tr>
<tr>
<td>Max.</td>
<td>36.22</td>
<td>100</td>
<td>74.34</td>
<td>360</td>
<td>100</td>
<td>890.89</td>
<td>605.12</td>
<td>302.04</td>
</tr>
</tbody>
</table>

Figure 2. ACF plots of the wind speed: (a) Basel and (b) Osaka
3.2. Comparison and discussion

To achieve our goals, we developed programs for the above methods using RandomForest package in R which is an open-source software environment [21]. First, the correlation of wind speed was calculated by running the program according to Pearson's correlation method and got the result as shown in Figure 4. Except for the time features which are month, hour, and day, the rest of the features were all considered lags because our goal was finding the relationship between the wind speed at present and all the features in the past to be able to make accurate forecasts. And feature month, hour, day to stay at the current time to be able to see if time has a lot of influence on wind speed or not. Each of the past lags we denote by numbers, for example solar radiation at the first lag and wind speed at the third lag are SR1 and WS3, respectively. It is interesting that the wind speed in Osaka depended greatly on its first 7 lags, besides it was also affected by humidity at first lag and solar radiation at first lag while that of Basel depended almost entirely on its first 3 lags. But the correlation of wind speed lags from 13 to 25 was higher than the rest of the other features, which points that wind speed at this city to be affected almost by itself lags. However, if we compared the role of wind speed at first lag between the two cities, the highest importance index in Osaka would have significantly lower than that of Basel. Part of the reason is that in the data processing, Basel had no missing data while Osaka has quite a lot of Na values.

After Pearson’s correlation was used, the second method is the Random Forest model to be applied. The number of trees to grow in both data was 300. The reason why choosing this number of trees to be used was that if less then there might not be enough volume to give a suitable result while more could also lead to too large volume making it difficult during program running. Besides, the number of variables randomly sampled as candidates at each split in Basel and Osaka are 12 and 16, respectively. The effectiveness of the results were shown through two criteria in Figure 5. Overall, the dependence of wind speed of both two cities had many similar results of Pearson’s correlation. Considering the city of Basel, in the MDA and MDI charts, the figure for the wind speed at first lag had the largest significant score far ahead of other features, while that of wind speed at lags 2 and 3 had the next highest scores. Some other features that
have high indexes in both two graphs were hour and temperature at first lag. And in Osaka city, the figure for the wind speed at first lag appeared to be by far the largest score, which was followed by that of solar radiation at first lag, wind speed at lag 2, and pressure station at first lag in the MDA chart. Another striking feature in Osaka’s MDA chart is that the scores of Month and Day were respectively 8 and 45 times smaller than the score of the wind speed in the first lag and did not appear in the chart. In the MDI chart, wind speed at lags 1, 2, 3, 4 and solar radiation at first lag had a significantly higher score than the rest. In this city, the ordering of features in two different graphs with different scores made it difficult to choose the feature ranking. However, the gap between features in the MDI chart is much clearer than in the MDA, so we have preferred the results of the MDI chart over the MDA in Osaka city.

Finally, the Boruta method was put into operation to compare with the above 2 methods. Surprisingly, no features were rejected or in other words, all features had a higher Z-score than the maximum Z-score of its shadow features. In Figure 6a, the figure given for the results of this method was slightly similar to that of the random forests algorithm with the wind speed at first lag having the highest significant score and wind speed at lag 2 and 3 in the next highest scores. And in Figure 6b, the wind speed in Osaka was strongly influenced by itself at first lag. Following were other features such as solar radiation at first lag, wind speed at lag 2, hour, pressure station at first lag, and temperature at first lag.

Although the two cities had different features, it is shown that the wind speed depended greatly on itself at the first lag. In Basel almost the wind speed depended on itself in the first three lags and other features have little influence. In Osaka, in addition to the influence of wind speed in the first three lags, it was also affected by the first lag of solar radiation and pressure station.
Figure 6. Boruta plot of the wind speed: (a) Basel and (b) Osaka

Table 3. Summary the rank of features in two cities

<table>
<thead>
<tr>
<th>Feature ranking</th>
<th>Basel</th>
<th>Osaka</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pearson’s correlation</td>
<td>Random forest</td>
</tr>
<tr>
<td>1</td>
<td>WS1</td>
<td>WS1</td>
</tr>
<tr>
<td>2</td>
<td>WS2</td>
<td>WS2</td>
</tr>
<tr>
<td>3</td>
<td>WS3</td>
<td>WS3</td>
</tr>
<tr>
<td>4</td>
<td>WS25</td>
<td>Hour</td>
</tr>
<tr>
<td>5</td>
<td>WS13</td>
<td>T1</td>
</tr>
</tbody>
</table>

In terms of methods, the results of the Random Forest algorithm were nearly identical to the Boruta method in both cities. It is interesting to note that almost the important feature of Pearson’s correlation method was the lags of the wind speed while the results of the remaining 2 methods had other features at first lag. The reason is that Pearson’s correlation method was not suitable for large and nonlinear data sets while the Boruta method and Random Forest algorithm could overcome this drawback.

4. Conclusion

In this article, feature selection methods were used to find weather features affecting wind speed in 2 different cities gives the same result, which was highly dependent on the first 3 lags of wind speed. First of all, the wind speed of each data was input for ACF and PACF function to get an overall of lagging wind speed affected to itself. After that, 11 lags of wind speed with the first lag of others weather in Basel and 25 lags of wind speed with the first lag of the rest weather features to be added to each method. Finally, results of three methods and two cities were compared with each other to find out how effective they are. The results showed that Random Forest and Boruta methods seemed to be better than Pearson’s correlation method in both two data. One of the reasons is that there were a number of data inputs, and they were non-linear, which was more suitable for Random Forest and Boruta method than Pearson’s correlation. But Pearson’s correlation had a much faster program running speed than the rest. In future study, we will use these feature selection results to decrease the input data of the wind speed forecasting model as well as improve the forecasting accuracy.
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