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Deep learning is currently an area of interest in research and development by scientists around the world. Deep learning models are deployed and applied in practice for work and social life. However, deep learning has many potential risks related to security in applications, especially recently adversarial attacks using adversarial examples are a big challenge for deep learning in particular and machine learning in general. To test the robustness of the machine learning model, we propose to use three adversarial attacks to calculate the benchmark, the experimental attack methods on the MS-COCO dataset are being used to train the machine learning model, training and testing for the YOLO model. The article summarizes the results of the successful attack rate using the proposed indicators according to the research through the experimental process conducted by the authors to verify the robustness of the deep learning model in general. The comprehensive experiments in the study were performed on the YOLOv7 model to test and evaluate the robustness of the YOLOv7 model, which is also a popularly used deep learning model and is considered to be advanced today.
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Học sâu hiện đang là lĩnh vực được quan tâm nghiên cứu và phát triển bởi các nhà khoa học trên thế giới. Các mô hình học sâu được triển khai và ứng dụng nhiều trong thực tiễn phát vư công việc và đời sống xã hội. Tuy nhiên học sâu lại tiềm tàng nhiều rủi ro có liên quan đến an toàn trong ứng dụng, đặc biệt gần đây các cuộc tấn công sử dụng mẫu đối kháng đang là thách thức lớn đối với học sâu nói riêng và học máy nói chung. Để kiểm tra độ mạnh mẻ của mô hình học máy, chúng tôi đã xuất sử dụng ba cuộc tấn công đối kháng để tính toán điểm chuẩn, các phương pháp tấn công cụ two trên bộ dữ liệu MS-COCO đang được ứng dụng để huấn luyện và kiểm tra đối với mô hình YOLO. Báo cáo thống kê kết quả thí lệ tấn công thành công bằng các chi số để xuất hiện nghiên cứu thông qua quá trình thử nghiệm do nhóm tác giả thực hiện để kiểm chứng độ mạnh mẻ của mô hình học sâu nói chung. Các thử nghiệm toàn diện trong nghiên cứu được thực nghiệm trên mô hình YOLOv7 để kiểm tra và đánh giá độ mạnh mẻ của mô hình YOLOv7, đây cũng là mô hình học sâu đang được sử dụng phổ biến và được đánh giá là tiên tiến hiện nay.
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1. Introduction

Deep Learning is a robust and highly accurate machine learning method. However, it also has drawbacks when it can be easily fooled by adversarial images, also known as adversarial samples, which are samples or images contain minor noise used to trick neural networks (NN) into misclassification. Deep learning models using deep neural network (DNN) were developed and proved efficiency in reality; DNNs when applied in practical applications can be attacked by other structural modifications in compare with classified objects [1], [2]. The DL models attack problems is not only limited to the DNNs used in the field of computer vision but also the DNNs in natural language processing such as speech, text,…

Security in machine learning has always been considered as an important subject for developing and improving robustness of models [3], [4]. The first attacked machine learning model is SVM (Support Vector Machine) [5]. In many subsequent studies, authors found that DNNs also tend to be attacked in a fairly simple way by using algorithms based on Fast Gradient Sign Method (FGSM), which is implemented by computing gradients of input image and then fool the model [6].

Currently, Adversarial Examples (AE) attacks are performed to fool DNNs. There are many ways to classify antagonistic attack methods that can be divided into: white box attack, black box attack; this is called pattern-knowledge classification or attack by the type of outcome desired by the adversary called targeted attack and non-targeted attack [7]. In the introduction of the article, the authors approach and present in the direction of classifying targeted attacks and untargeted attacks.

Non-targeted Attack: In this case, aim of AE is to cause the classifier to predict inaccurately for any object no matter what that object is. Some of typical attacks presented below are those with a certain understanding of the model, included in untargeted attack, such as:

FGSM attack: Studied by Goodfellow et al since 2015 [8], using fast gradients optimization method to create adversarial attacks. This is a quite popular method and has been improved my many group authors. For an input image, this method computes gradients of a loss function with respect to the input image and then uses the sign to create a new image that maximize the loss function. This image is called an adversarial image. This will also be attack tested in this article to give results about robustness of the machine learning model.

Square attack [9]: Square attack technique is quite similar to FGSM attack, however, it uses an optimization method to find larger variations in input data instead of using only gradients of the model to create small variations. Specifically, this technique searches for an image that nearly identical to the original image but differs in some details to make misclassification.

The above attacks, if we approach the classification according to the understanding of DL model is called white-box attack, which requires attackers to have a certain knowledge about the model. This method can cause serious damage to the security system and lead to loss of important information or data leak. Therefore, software developers and cybersecurity professionals need to regularly check and update the security of machine learning systems and models to deal with these types of attack. In addition, another attack method according to the understanding about the model is black-box attack, where the adversaries can only access and modify the input and output of the model, thus, this is the most commonly used method in reality. According to Bhambri et al. [3], black-box attack is divided into four groups based on the method they use: gradients estimation, transformation likelihood, local and combinatorial search.

Targeted Attack: In this case, adversaries aim to modify predictions of classifier to typical kinds of objects or classes. Some of the attacks belonging to targeted attacks can be mentioned as ordinal optimization methods based on attacks to estimate gradients directly (Zoo in [10]). In this article, targeted attack proposed fool DNN by changing pixels [11], this is classified as a black
box attack, which has a great influence on the model because with some minor changes, namely a single pixel change in the input image, the adversaries are not necessary to have an understanding or architecture of the model. This can cause the model to misclassify the image according to the attackers’ intent. This method was chosen in study as a tool to measure robustness of machine learning models because through the attack it is possible to check the vulnerabilities of the machine learning model by experimental results presented in the following sections. Because the attack is aimed of misidentification of the model as predefined classifier, the attacker can make use of it to manipulate the behavior of the system.

Another kind of attack is proposed by the authors by adding Gaussian noise to the image, as an adversarial attack used as a tool to test the robustness of machine learning models. This is an attack the authors classify as a non-targeted attack. Adversarial samples are taken into classification model only for the purpose of fooling the model without knowing exactly what classifier the model will misidentify. Unlike the Pixel Attack, this method also shows the vulnerabilities of the machine learning model through experimentation. However, this attack is more general than the Pixel Attack because it can cause more complex and various perturbations to the input data.

This paper uses adversarial attacks selected and presented in the introduction by the authors, which will be shown in detail in the following sections: through experiments to calculate benchmarks, then draw conclusions about the robustness of machine learning models in general, and deep learning in particular, which are tested on YOLOv7 model. This will help us understand more clearly the weaknesses of the DL model and suggest solutions to improve the model before implementing it in practice.

The rest of the paper is organized as follow: Section 2 presents the research methodology. Section 3 is experiments and results. Conclusions will be discussed in section 4.

2. Methods

In this part, the authors present theory of three adversarial attack methods measured and used in model testing, including: Fast Gradient Sign Method (FGSM), Pixel change attack method, attack method by adding Gauss noise.

2.1. FGSM method

FGSM is one of the most simple and effective adversarial attack techniques for machine learning models using DNNs. This method was introduced by Ian Goodfellow et al in 2015 [8].

The aim of FGSM Attack is to cause minor changes in the input data, small enough to make the machine learning model predict wrongly, but not large enough to change the meaning of the data. Since this method only uses the gradients of machine learning models, it is very fast and simple to implement. However, FGSM Attack also have certain limitations.

Firstly, this method only works well for gradient – based machine learning models, and is not as suitable for non – gradient models as decision tree-base model. Secondly, this method can be easily detected and countered if the machine learning model is trained with adversarial techniques. Expression of FGSM is presented generally and cited in many studies according to formula (1):

$$X_N^{adv} = X - \varepsilon \text{sign}(\nabla_{X} J(X_N^{adv}, y_i))$$

(1)

Where $X_N^{adv}$ is the adversarial image, $X$ is the original input image, $y$ is the original input node, $\varepsilon$ is the multiplier to ensure low noise and $J$ is loss function. It is not possible to guarantee the adversarial samples created by this method are the same as the real object in its original image. Figure 1 illustrates the difference between the original image and the image when implementing FGSM method.
The use of FGSM Attack to test robustness machine learning models is necessary because it allows us to evaluate the model’s ability to resist external attacks. If a machine learning model cannot cope with FGSM attacks, it may be vulnerable to other attack techniques. Therefore, the use of FGSM is necessary and many groups of authors study in practice.

2.2. Attack by using Gaussian noise

Gaussian Noise is a common type of noise used in image and audio processing. This method adds an amount of Gaussian noise with a mean of 0 and standard deviation of a given value \( \varepsilon \in Z^+ \) to the input data of DL model. This amount of noise is very small, but enough to cause misprediction of the model. In the case of digital images, natural noise can be generated due to various reasons: damaged image sensor or affected by external factors; lack of light or overheating of device at the time of taking picture; channel noise,…

In this study, the authors used the Gaussian noise added by computer programming shown in Figure 2, with the noise form according to formula (4) (see in [12]):

\[
\begin{align*}
\text{w}(x, y) &= \text{s}(x, y) + \text{n}(x, y) \\
\end{align*}
\]

(2)

Where \( x, y \) are the coordinates of the pixel noise applied; \( \text{s}(x, y) \) is the intensity of the original image; \( \text{n}(x, y) \) is the noise added to original image; \( \text{w}(x, y) \) is the altered image obtained by applying noise.

Figure 2. Illustrating images: (a) original image; (b): noised image with low \( \varepsilon \) 50; (c): medium \( \varepsilon \) 250

Attack by using Gaussian noise can also help detect vulnerabilities and weaknesses of DL models. By adding noise to the input data, we can create input cases where the model misclassifies. Analyzing these cases can help us understand more about the way model processes data and find the errors that the model is dealing with.
2.3. **Pixel Attack**

The research team [11] proposed a simple method of generating AE by shuffling random segments of the image to generate AE. Through research, attack by changing pixels can be summarized as follows:

First, using an image $x \in \mathbb{R}^{(3,w,h)}$, the main idea of this algorithm is to sample a random portion of adjacent pixels from it. As $P$ is a list of indexes $(i,j)$ are varied pixel coordinates, defined to lie within a rectangle whose vertices are $\left( (o_x, o_y), (o_x + w_p, o_y), (o_x, o_y + h_p), (o_x + w_p, o_y + h_p) \right)$. Assign this list as $P = \left\{ (o_x + i, o_y + j) \right\} \forall i \in \{ 0, ..., w_p \}, j \in \{ 0, ..., h_p \}$ has the value $|P| = w_p \times h_p$ assumes that the patches do not exceed the boundary of the image, otherwise, it is moved in such a way the indexes are all inside the images. The mapping function $m$ is defined according to (3):

$$m: (i,j) \in P \mapsto N^2 \subseteq [1, h] \times [1, w]$$  \hspace{1cm} (3)

For each point in the patch, the position where the pixel should be moved in the original image. With this function, the authors identify each pixel adversarial image according to (4):

$$\bar{x}_{ij} = \begin{cases} m_{(i,j)}, (i,j) \in P \\ x_{(i,j)}, \text{ otherwise} \end{cases}$$ \hspace{1cm} (4)

Testing the robustness of machine learning models by Pixel Attack can help developers improve their models by increasing resistance to small variations in the input data. Therefore, the Pixel Attack was chosen by the authors to apply in the experiment of this study.

2.4. **Indicators for evaluating deep learning models**

In this section, the authors aim to measure the success of adversarial samples in test execution in order to gain a more realistic view of the actual impact of applied attacks. Through research [13], we measure robustness of model and evaluate based on two different indicators:

**Adversarial Success Rate (ASR)** is calculated according to (5):

$$\text{ASR} = \frac{\# \text{ perturbed samples}}{\# \text{ all samples}}$$ \hspace{1cm} (5)

The turbulence test image rate is successful and it provides a basis about the adversaries’ abilities to fool the unprotected target model. Therefore, ASR indicators provide information like RA (Robust Accuracy) of the attacks.

**Attack Success Rate under Defense (ASRD)**: This is an extension of the ASR indicator by assuming the fact that excessive perturbations can be detected at the time of the attack. To measure the performance of attacks under protection of the model, the authors formula (6) to calculate the rate of successful attacks:

$$\text{ASRD} = FNR \cdot ASR$$ \hspace{1cm} (6)

FNR is False Negative Rate (the rate of not detected perturbed samples).

3. Experiments and results

3.1. **Experimental method**

The authors use two datasets MS-COCO [14] and ImageNet [15] to experiment in this paper to measure robustness of deep learning model. Microsoft’s MS-COCO dataset is a large dataset in the field of computer vision and natural language processing. This dataset includes more than 330000 images and 4 million labels on objects: people, animals, objects and vehicles. For the ImageNet dataset, which is also commonly used in deep learning and computer vision, it includes: more than 14 million images labelled as keywords, representing more than 20000 different object classes.

The selected deep learning model is the YOLO model version 7 (YOLOv7), the YOLOv7 model [16] was selected in this study to experiment to measure the robustness of the
representative deep learning model. Through research and understanding of the authors, YOLOv7 model is a new updated version with many improvements such as increased learning speed, improved accuracy and better multitasking ability.

**FGSM Attack and Gaussian noise:** Because these are two attacks using perturbation that need to be done in large numbers and the image used does not require a single object, selected images are added noise at low and medium levels ($\epsilon$ index is different in each experiment type according to the theory of each attack).

**Pixel Attack:** performed with the original images and transformed images, using the images in the ImageNet dataset selected by the author group due to the requirement of a single-object according to the research [11].

![Figure 3. Experimental method through 3 attacks](image)

Figure 3 illustrates generally about the process of conducting model evaluation experiments through 3 proposed attacks. We implemented identification by using YOLOv7 model with 3 different pretrained weights to evaluate the model objectively and holistically. After the experiment, we present statistics on the indicators of ASR, ASRD and FNR. The results of experiments are detailed in Section 3.2.

### 3.2. Experimental statistics

In the experiments, the authors used the Python programming language to experiment and calculate the results. For the FGSM method and the Gaussian noise attack, the authors use 5000 images randomly selected from the MS-COCO dataset.

Results of FGSM attack and Gaussian noise which are used to evaluate YOLOv7 model using 3 pretrained weights selected by the authors team (researched by [16]) with different model parameters are shown in Table 1.

Observing the results of Table 1, the authors found that there is a significant difference in 3 indicators between the two types of FGSM attack and Gaussian noise. Hence, it can be seen that in Gaussian noise attack, since density of noise pixels is randomly generated based on standard distribution, the success rate as well as the efficiency is lower than the FGSM attack, which adds perturbation computationally by modifying the gradients optimization parameters with the aim of increasing the value of objective function.
With the YOLOv7 weights selected similar to the previous 2 attacks, the authors implemented experimental statistics for Pixel Attack on 200 images from ImageNet dataset. Specific results are shown in Table 2.

### Table 1. Statistic of YOLOv7 model evaluation through FGSM attack & Gaussian noise Attack

<table>
<thead>
<tr>
<th>Type of attack</th>
<th>Weight</th>
<th>Noise (ε)</th>
<th>Perturbed samples/All Samples</th>
<th>Indicators (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low</td>
<td>3655/5000</td>
<td>ASR 73.10, ASRD 59.94, FNR 0.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>4537/5000</td>
<td>ASR 90.74, ASRD 68.96, FNR 0.76</td>
</tr>
<tr>
<td>FGSM</td>
<td>YOLOv7</td>
<td>Low</td>
<td>3580/5000</td>
<td>ASR 71.60, ASRD 52.98, FNR 0.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>4460/5000</td>
<td>ASR 89.20, ASRD 58.87, FNR 0.66</td>
</tr>
<tr>
<td></td>
<td>YOLOv7-X</td>
<td>Low</td>
<td>3328/5000</td>
<td>ASR 66.56, ASRD 47.92, FNR 0.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>4088/5000</td>
<td>ASR 81.76, ASRD 53.96, FNR 0.66</td>
</tr>
<tr>
<td></td>
<td>YOLOv7-E6E</td>
<td>Low</td>
<td>2868/5000</td>
<td>ASR 57.36, ASRD 43.59, FNR 0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>3092/5000</td>
<td>ASR 61.84, ASRD 43.29, FNR 0.70</td>
</tr>
<tr>
<td>GAUSS</td>
<td>YOLOv7</td>
<td>Low</td>
<td>2869/5000</td>
<td>ASR 57.38, ASRD 43.61, FNR 0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>3073/5000</td>
<td>ASR 61.46, ASRD 46.71, FNR 0.76</td>
</tr>
<tr>
<td></td>
<td>YOLOv7-E6E</td>
<td>Low</td>
<td>2484/5000</td>
<td>ASR 49.68, ASRD 37.76, FNR 0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td>2663/5000</td>
<td>ASR 53.26, ASRD 40.48, FNR 0.76</td>
</tr>
</tbody>
</table>

### Table 2. Indicators of Pixel Attack on YOLOv7 model

<table>
<thead>
<tr>
<th>TT</th>
<th>Weight</th>
<th>Perturbed Samples/All Samples</th>
<th>Indicators (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>YOLOv7</td>
<td>72/200</td>
<td>ASR 36, ASRD 0, FNR 0</td>
</tr>
<tr>
<td>2</td>
<td>YOLOv7-X</td>
<td>46/200</td>
<td>ASR 23, ASRD 11.50, FNR 0.5</td>
</tr>
<tr>
<td>3</td>
<td>YOLOv7-E6E</td>
<td>47/200</td>
<td>ASR 23.5, ASRD 11.75, FNR 0.5</td>
</tr>
</tbody>
</table>

According to the results of Table 2, targeted attack by changing pixels have a low success rate (less than 40%). Therefore, attacking in this way may not be very effective against an advanced deep learning model like YOLOv7, or in other words, YOLOv7 is robust to this type of attack. Through ASR indicator in Table 2, it is estimated that in models having better parameters like YOLOv7-E6E, it is more robust, accurate and difficult to deceive than YOLOv7.

### 4. Conclusion

Several research groups have also studied how to evaluate and measure the robustness of machine learning models [17]. However, it is only limited to datasets with small images such as Cifar-10 or MNIST. Our study is different from previous studies in terms of experimental methods and indicators. In our experiment, the authors found that if the more noise (ε) in the first two attacks, DL model will be biased, and the accuracy loss will be higher. However, the possibility of being detected with data input interference will also be higher. From that, it cannot be concluded that the index ε is proportional to ASR, ASRD indicators.

It can be concluded that, in an attack that wants to deceive or falsify the DL model, if the data input deceives the DL model, it is also easily detected and overcome by defensive methods. In the next studies, the authors want to evaluate the indicators with many others, more advanced deep learning models such as YOLOv8 by using newly published adversarial attacks on more diverse datasets.
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