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ABSTRACT

The spread of deepfake images and videos in cyberspace is a threat to information security area. Besides, in recent years, deep learning has been increasingly developed and widely applied in many fields, and algorithms have improved performance and accuracy. Hence, the application of deep learning in deepfake detection is a practical research direction. However, applying deep learning models requires a lot of data to solve the problem effectively and takes lots of time to perform training. There is a commonly applied method that helps improve accuracy and takes advantage of pre-trained models with good quality and high accuracy called transfer learning. This study introduces an approach to detect deepfake images using transfer learning methods, including XceptionNet, RestNet101, InceptionResV2, MobileNetv2, VGG19 and DenseNet121, along with comparing it with a traditional CNN model. Through experiments on the Celeb-DF dataset, we demonstrate that DenseNet121 and the softmax classifier perform better than the rest of the methods.
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1. Introduction

Ensuring safety and information security are problems that any country has to face. In particular, with the rapid development of social media, the use of technologies to create fake news and misleading information is becoming a big problem. One of the common techniques is deepfake. Deepfakes are digital media - video, audio, and images edited and manipulated using Artificial Intelligence. Deepfakes can be used to swap the faces of celebrities or politicians to bodies in porn images and videos for creating chaos, blackmailing or other purposes [1] - [3].

GAN (Generative Adversarial Networks) [4] is a complex deep learning technology that can be applied to create deepfake images and videos that humans cannot distinguish from authentic ones. Those models are used to train on the dataset, then generate fake images and videos. Deepfake methods require a large training dataset. The larger the data set, the more photorealistic images and videos. It is threatening to society's security when deepfake methods can be employed to create videos of politicians with forged speeches or celebrities with obscene content.

Deepfake crimes are rising daily. Deepfake media detection is a big challenge and has high demand in digital forensics. To address the threat of deepfakes, the United States Defense Advanced Research Projects Agency (DARPA) initiated a research scheme in media forensics (named Media Forensics or MediFor) to accelerate the development of fake digital visual media detection methods. Recently, Facebook Inc. teaming up with Microsoft Corp and the Partnership on AI coalition have launched the Deepfake Detection Challenge to catalyse more research and development in detecting and preventing deepfakes from being used to mislead viewers [5], [6].

Researchers have introduced several methods to identify fake digital content. The methods used for deepfakes detection are broadly categorized as either machine learning (ML)-based methods or deep-learning (DL) based approaches. Yang et al. [7] proposed a deepfake detection technique that used 2D facial landmarks to compute the 3D head position. To train the SVM classifier, the calculated difference between the head poses was employed as a keypoints vector. This approach shows better performance for detecting deepfakes however, it is unable to compute the landmark alignment from the blurred samples which reduces the robustness of this framework under these cases. The work in [8] utilized the Image Quality Metric (IQM) together with the principal component analysis (PCA) and linear discriminant analysis (LDA) for keypoints computation. The SVM classifier was used to train the obtained and classify the input as fake or real. The results show that the face recognition approaches i.e., Facenet [9] and Visual Geometry Group (VGG) [10] are incompetent to identify visual manipulations. In [11] authors introduced a deepfake detection technique to protect famous personalities. Initially, deepfakes were generated by employing GAN, on which OpenFace2 [12] toolkit was applied to compute the face features and head movements. The binary SVM was trained to distinguish between genuine and forged faces using the measured landmarks. Recently, DL-based approaches have been getting the attention of researchers for deepfakes detection.

Although there has been a lot of research in the field of deepfake detection based on deep learning. However, over time, deepfake methods have been improved with more challenging datasets that make existing detection techniques perform poorly. Therefore, the primary aim of our research is to improve the performance and efficiency of the above problem. The main contributions of this paper include:

- A general procedure for deepfake detection using pre-trained models combined with the concept of transfer learning to solve the problem of overfitting.
- Evaluate the performance of common deep learning models such as XceptionNet, ResNet101, InceptionResV2, MobileNetv2, VGG19, DenseNet121 in detecting deepfake.
- Performance evaluation was performed on the Celeb-DF dataset to show the robustness of the deep learning models.
2. Methodology

The research methodology architectural analysis is examined in Figure 1.
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Figure 1. Workflow diagram of proposed methodology in deepfake prediction

The deepfake images based on fake and real human faces are utilized for building models. The fake and real faces are structured with the target label into a dataset. The structured deepfake dataset is split into train, validation, and test data portions. We utilized 80% data for training while the remaining 20% data for evaluation. The proposed methodology includes the following steps:

- Preprocessing
- Feature computation
- Prediction.

2.1. Preprocessing

In this step, the input video will be obtained from a static data source (such as from a file, database), or a dynamic source (like from a webcam, camera, etc.). Next, extract a certain number of frames on a video. In deepfake videos, the facial region is the main portion of the frame that is manipulated. So, we are concerned with the face area only. A face detector is employed to locate and extract the face region from the rest of the frame. After the face images are extracted, image alignment and data enhancement are performed.

In this study, we use a face detection model to extract the face area out of frames by the DNN Face Extractor method [13].

2.2. Feature computation

Features are extracted using transfer learning techniques with pre-trained models on ImageNet. Transfer learning is an approach where we build pre-trained models for the prediction process. Transfer learning provides the ability to utilize the learned features for high performance in prediction.
Since the pre-trained models have been trained with a fixed-image size, when using them, we need to resize the image to the size required by the model's convolutional neural network. Therefore, the study has resized the image to 224x224 as input for the training model and image prediction.

The CNN model used in our study consists of three Conv2D convolutional blocks (layers.Conv2D) with a MaxPooling layer (layers.MaxPooling2D) in each block. There is a fully connected layer (layers.Dense) with 128 units activated by the ReLU activation function (relu').

To reduce overfitting, the model uses an additional dropout layer (layers.Dropout(0.2)). The top fully connected layer with 2 units uses softmax activation function to classify the image as real or fake.

The pre-trained CNNs model used in our study are XceptionNet, ResNet101, InceptionResNetV2, MobileNet v2, VGG-19 và DenseNet121.

XceptionNet [14] is an improved form of the Inception-V3 model. In the XceptionNet model, the depthwise separable convolution is introduced instead of using inception modules that are followed by pointwise convolutional layers. A stack of depthwise separable convolution layers with residual connection is applied independently over each input data channel. The pointwise convolutional layer (filter size of 1x1) projects the channel output through a depth-wise convolution into a new channel space.

ResNet-101 (Residual Neural Network) [15] introduces an identity shortcut connection that skips one or more layers. The shortcut connection applies identity mapping, and the computed outcomes are passed to the outputs of the stacked layers. It follows the assumption that only building a stack of identity mappings will achieve similar results as a shallow structure.

InceptionResV2 [16] incorporates the benefits of both the Inception and ResNet models. The Inception model better learns the features at different resolutions within the same convolution layer while the ResNet model supports deeper CNN for learning feature without compromising the performance.

MobileNet is a type of convolutional neural network used for image classification developed by Google researchers [12]. They are based on depthwise separable convolutions to build a lightweight deep CNN that reduces computation time and makes a model very small. Depthwise separable convolution is a type of convolution in which only one convolutional filter is applied to each input channel [12].

VGG19 is a deep learning image classification advanced CNN with 19 layers (16 convolutional layers and 3 fully connected layers) [11]. VGG19 is a very deep network that has been trained on millions of images with complex classification tasks. As a result, the network has learned rich feature representations for a wide range of images.

A DenseNet121 is a type of convolutional neural network. Each layer in the DenseNet121 architecture is connected to every other layer in a feedforward manner. All previous layers’ feature maps will be applied to each layer. As a result, even after passing through many layers, the features are preserved. Due to the reuse of functions, the parameters in the DenseNet121 architecture are reduced [10].

2.3. Prediction

The classifier uses fully connected layers with a softmax activation function with two labels, Fake and Real, for classification and forgery detection.

3. Experiments and results

3.1. Dataset description and evaluation matrices

We tested all models on the Celeb-DF dataset. The Celeb-DF dataset is comprised of 590 real videos and 5,639 DeepFake videos (corresponding to over two million video frames). The average length of all videos is approximately 13 seconds with the standard frame rate of 30
frame-per-second. The real videos are chosen from publicly available YouTube videos, corresponding to interviews of 59 celebrities with diverse distribution in their genders, ages, and ethnic groups. The provided dataset is divided randomly into 80-20 parts. We used 80% of the data for training, while the remaining 20% was for evaluation.

Performance metrics for classification problems include accuracy, F1-measure, precision, and recall. Performance metrics are defined from the baseline as follows [17].

True Positive (TP): It is the case when the model correctly predicted positive outcomes.

True Negative (TN): It is the case when the model correctly predicted negative outcomes.

False Positive (FP): It is the case when the model incorrectly predicted positive outcomes.

False Negative (FN): It is the case when the model incorrectly predicted negative outcomes.

Accuracy: Accuracy is defined as the ratio of the total number of true predicted values to the total number of predictions. Accuracy is used for evaluating classification models. The accuracy of the ML model indicates how many times it was correct overall [17].

\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \]  

Precision: Precision is defined as the ratio of true predicted classification values to the total number of positive classifications [17].

\[ \text{Precision} = \frac{TP}{TP + FP} \]  

Recall: The recall is determined by dividing the total number of positive samples by the number of Positive samples that were correctly identified as Positive [17].

\[ \text{Recall} = \frac{TP}{TP + FN} \]  

F1 Score: The F1-Score is calculated by taking the harmonic mean of precision and recall and assigning equal weight to each [17]. A higher F1 score indicates better performance from the classifier.

\[ F1 = \frac{2TP}{2TP + FP + FN} \]

3.2. Implementation details

The research experimental setup was utilized to build the network. Python with TensorFlow and Keras were utilized to evaluate all experimental studies. The softmax classifier is trained using various feature extraction networks and applied to locate fakes from the Celeb-DF dataset with 20 epochs and a 0.0001 learning rate. The accuracy score, precision score, recall, and F1 score were performance metrics utilized or performance evaluations.

3.3. Results and Discussion

The comparative performance analysis of employed models on unseen test data is analyzed in Table 1. That analysis demonstrates that the VGG-19 model had low-performance scores compared to other transfer learning models.

Table 1. The comparative performance analysis of employed models

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>0.8780</td>
<td>0.9142</td>
<td>0.8470</td>
<td>0.8793</td>
</tr>
<tr>
<td>InceptionResNetv2</td>
<td>0.9832</td>
<td>0.9876</td>
<td>0.9802</td>
<td>0.9839</td>
</tr>
<tr>
<td>MobileNet v2</td>
<td>0.9743</td>
<td>0.9670</td>
<td>0.9847</td>
<td>0.9757</td>
</tr>
<tr>
<td>VGG19</td>
<td>0.9642</td>
<td>0.9499</td>
<td>0.9835</td>
<td>0.9664</td>
</tr>
<tr>
<td>ResNet101</td>
<td>0.9789</td>
<td>0.9786</td>
<td>0.9812</td>
<td>0.9799</td>
</tr>
<tr>
<td>XceptionNet</td>
<td>0.9768</td>
<td>0.9941</td>
<td>0.9615</td>
<td>0.9775</td>
</tr>
<tr>
<td>DenseNet121</td>
<td>0.9842</td>
<td>0.9849</td>
<td>0.9850</td>
<td>0.9850</td>
</tr>
</tbody>
</table>
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The bar chart-based performance comparative analysis of employed models is visualized in Figure 2. Among all the employed models, the DenseNet121 obtained the highest accuracy with the value of 98.42% while the InceptionResNetv2 exhibits the second highest accuracy value of 98.32%. VGG-19 model shows the lowest accuracy with a value of 96.42%. Actually, incorrectly detecting a real sample as deepfakes is less costly than missclassifying a deepfake sample as the original. Therefore, the objective of deepfakes detection techniques is to minimize the false negatives value, hence, optimizing recall is the main priority. Figure 2 demonstrates the DenseNet121 model shows the highest recall value of 98.5%. XceptionNet shows the least value of 96.15%. The F1-score gives an overall analysis of the robustness of the classifier. The DenseNet121 shows the highest F1-score value of 98.50%, while the VGG-19 shows the lowest F1-score value of 96.64%.

![Figure 2. The bar chart-based performance comparative analysis of employed models](image)

Figure 2. The bar chart-based performance comparative analysis of employed models

![Figure 3. The confusion matrix analysis of employed models based on the validations of performance metrics results](image)

Figure 3. The confusion matrix analysis of employed models based on the validations of performance metrics results
Another important metric that was used to qualify the employed models by this paper is the confusion matrix that is examined in Figure 3. This metric is possible to verify the performance of the algorithm by comparing the predictions with the real values of the labels. The high-class prediction error rate was achieved by the VGG19 model, followed by MobileNet and ResNet. XceptionNet has a minimum error rate in class predictions compared to confusion matrix results.

Besides, the experimental results are also evaluated based on ROC (Receiver Operating Characteristic) curve, which is a graphical chart illustrating the performance of the binary classification system. Each point on the ROC curve is the coordinate corresponding to the TPR on the vertical axis and the FPR on the horizontal axis. An efficient model with low FPR and high TPR, that is, there exists a point on the ROC that is close to the point with coordinates (0, 1) on the graph (upper left corner). The closer the curve is to the upper point, the more efficient the model is.

There is another parameter used to evaluate, Area Under the Curve or AUC. It is the area under the orange ROC. The value of this area is a positive number less than or equal to 1. The larger this value, the better the model.

![ROC curves of analyzed models](image)

**Figure 4. ROC curve comparison of analyzed models**

Figure 4 represented the results obtained by the ROC curve comparison of analyzed models. DenseNet121 attains the highest AUC of 99.89%, while VGG-19 obtains the lowest AUC value of 99.62%. Therefore, DenseNet121 is highly preferred for deepfakes detection.

4. Conclusion

Deepfake detection using a deep learning-based approach is proposed to help cybersecurity professionals overcome deepfake-related cybercrimes by accurately detecting the deepfake content. In this paper, we apply transfer learning approaches to compute the representative set of
features from the suspected samples for the task of deepfake detection on dataset Celeb-DF. The work also demonstrates the concept of using transfer learning to compute the representative set of features from the suspected samples.

Several performance evaluation metrics i.e. accuracy, precision, recall, and F1-score, have been utilized in this work to perform an in-depth analysis of how various DL-based feature extractors work. After comparison, it is concluded that DenseNet-121 together with the softmax classifier performs well than the rest of the approaches. For future work, the model presents tests on images from other sources and can be further tweaked with different classifiers to show more accurate classification results.
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