ENHANCES THE ROBUSTNESS OF DEEP LEARNING MODELS USING ROBUST SPARSE PCA TO DENOISE ADVERSARIAL IMAGES
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ABSTRACT

Recent years have demonstrated the rapid development of artificial intelligence. Deep learning applications have been widely developed in life such as object recognition, face recognition, automatic vehicle operation, and even medicine, etc. However, these systems contain many risks from adversarial attacks on deep learning models. Attackers often use examples containing small perturbations that are barely perceptible to the naked eye and can fool even deep learning models. Many studies have shown that the creation of adversarial examples largely depends on adding perturbations to clean image. In this paper, the authors propose to use the Sparse Principal Component Analysis (PCA) method to denoise adversarial images. With the experimental results, the authors have demonstrated that the Robust sparse PCA method is effective in selecting and classifying key features of the image to remove unwanted noise present in the input image. The image after denoising has been accurately classified by machine learning model.
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1. Introduction

Neural networks (NNs), an idea dating back decades, are the driving force behind rapid advancement in the field of machine learning. Deep neural networks (DNNs) have gained significant popularity and extensive application in various computer vision fields. Notably, they have been widely used for tasks such as image recognition [1], image processing [2], image segmentation [3], and image merging [4]. This widespread adoption of DNNs signifies their success in these domains. A fairly common application of NN is image classification. NN is the most accurate machine learning method known to date. These models appear to be vulnerable to attacks to adversarial attacks that attempt to fool the classifier [5]. DNN improved and more developed than NN, but DNN can still be easily fooled by adversarial examples. In simpler terms, attacker can generate a visually similar image \( x' \) with a different classification than the original natural image \( x \). Such a pattern \( x' \) is called the adversarial example (AE) [6]. AE has been shown to exist in most domains where NN/DNN is used. By a simple method of noise step size allocation based on gradient information, Shi et al. [7] have proposed an effective attack method to fool the image classifier. The application of DNN is very sensitive and needs high accuracy such as object recognition, face recognition, automatic driving or medical analysis, etc. Therefore, it is necessary to research to understand AE and its impact. The methods to combat AE are always a topical issue.

To combat adversarial attacks, many countervailing defense methods have been developed such as using trained AEs, counter-poisoning methods, etc. Previous methods [8], [9] to improve the robustness of the target model added adversarial examples to the training data but poor generalization to invisible attacks. To overcome this, Xie et al. [10] proposed to add feature-denoising blocks specific to the classifier. In contrast, another defensive approach by overcoming input poisoning [11], [12], does not require retraining or modifying the classifier. The primary objective of this technique is to eliminate any adversarial noise present in the input data before it is provided to the classifier. The authors used various input transformations including color bit depth, image blur, and JPEG compression, to obtain good protection performance (in [13], [14]). However, these methods suffer from loss of image information and do not work well with strong adversarial noise.

Other common techniques for defending against adversarial attacks include adversarial retraining [15], gradient regularization [16], and input transformation methods [17]. Contrast training and gradient regularization require retraining or editing of the classifier. Compared with the above two methods, the input transformation-based methods focus on tuning and modifying the input before entering the classifier, so this method is more applicable. Jia et al. [18] have proposed a method to compress and recover images from AEs using CNN models using large data sets for training. Similarly, the GAN defense [19] uses Generative Adversarial Networks (GAN) to reduce the impact of adversarial interference. However, these defensive methods are mainly based on the external preferences learned from the large training datasets, ignoring the rich internal preferences of the input. Statistical training data cannot be generalized for all types of attacks, so the application of these defense methods is also limited.

Several recent input transformation-based defensive approaches [7], [12] attempt to refine or modify the antagonistic samples into clean images using DNN. Liao et al. introduce a method called High-Level Representation Guided Denoiser (HGD) in their paper [20]. The HGD technique is designed specifically to eliminate counter noise from the input data. The authors took advantage of generalized models to turn adverse images into clear ones [12], [21] (using the general model to clean up antagonistic patterns). The proposed defense-generating network (Defend-GAN) [19] projects adversarial patterns into the space of a machine that models the distribution of clean images. Although Defense-GAN and ComDefend belong to unsupervised methods, there are some disadvantages: they require a large amount of unlabeled data for
training; ComDefend and Defense-GAN require much more computing power. Therefore, it is possible to learn that external preferences are statistically skewed, thereby limiting their application in practice.

Through surveying many studies around the world, there exists a large amount of work in machine learning (ML) and statistics on how to exploit data sparsity and analyze data [22]. This is motivated by the fact of the increasing amount, dimension, and size of data. Another higher-level goal is to use the basic sparsity of natural data to extract meaningful features using a large number of samples and sub-linearities in the data dimensions. Among the defenses is a second (other) neural network to classify images as natural or antagonistic. The method of using PCA to detect statistical properties of images or network parameters in studies [23] – [25] has also achieved certain results.

Principal Components Analysis (PCA) takes a set of points in a space with multiple dimensions and restructures them into a new set of points in a space with fewer dimensions (where the new space can have the same or fewer dimensions as the original space). For instance, suppose we have a collection of points in an n-dimensional space. Our objective is to convert this set of points into a new set residing in a lower-dimensional space of k dimensions, where \( k < n \). This restructuring is achieved through a linear transformation. Hendrycks and Gimpel [24] used PCA to detect natural images from AE, finding that antagonistic patterns place higher weights on larger principal components than natural images (and lower weights for the previous principal components). Nevertheless, this defense strategy limits the attacker's ability to manipulate only the first \( k \) elements, while the classifier disregards the rest. If the adversarial examples are generated based on the last principal components, confining the attack to the first \( k \) components will considerably amplify the distortion required to create an AE.

The authors want to mention the Robust Sparse PCA method. We use norms generated in sparse PCA. We show that if we can find the weights on samples (like the classical PCA method) so that the experimental covariance of these samples has a minimum dual standard, then the value of the determinant is inferred. The double level gives us a distinction between the case where noise is added or not. To find this set of weights, we find that the standards are all convex, and therefore the results are affected.

As mentioned, there is a huge amount of work in the world on different ways to exploit sparseness in machine learning and statistics. Taking advantage of the heterogeneity, the authors demonstrate that this can be done through a program using the types of techniques described in the study, and the vertex eigenvectors are optimized to solve the problem. the problem to be solved is. The method under consideration is illustrated on a real data sample and compared with the results of the rate identified in the simulation experiment. From this, it is shown that the Robust sparse PCA method is efficient and provides protection against perturbation.

PCA is commonly used for analyzing multivariate data, but interpreting the results can be challenging because the components are a linear combination of variables. In order to resolve this problem, several methods have been developed to distribute non-zero coefficients across the components. These methods include rotation threshold methods and a more recent approach called PCA with sparse constraints [26].

A significant limitation of principal component analysis, especially with high-dimensional data, is that the resulting components are formed as a linear combination of all input variables. To enhance the interpretability of PCA, several methods that promote sparsity have been proposed recently. However, all of these methods are subject to outliers in the data. Todorov et al. [27] recently introduced an algorithm for calculating sparse and robust principal component analysis. This study compares the performance of our method with standard classical and robust PCA (non-sparse) as well as several other sparse methods.

In this study, the authors propose a method that is not like the previous defensive methods but focuses on using the preferences inside the image to analyze the image into its main components...
to remove unwanted noise following by the strategy of using the two-stage feature in the sparse estimation, reconstruction process. Furthermore, the proposed method only requires and applies to an adversarial example, the individual input image. Therefore, they can be more flexible to defend against different types of attacks with different attacks.

Currently, there is a lack of well-defined research on the properties and performance of different sparse PCA methods. This is partly due to the misconception that the formulations and equivalences observed in conventional PCA also hold true for sparse PCA. To demonstrate and show the potential of sparse PCA methods, the proposed method is theoretically grounded and substantiated by the application of dual norms, sparse mean estimation, and feature analysis. The theoretical foundation provides insights into the behavior of the algorithm, which can contribute to improved performance understanding. The approach is versatile and can be applied across various domains, including image recognition and feature analysis. This adaptability makes it useful in tackling noise-related challenges in diverse applications. We propose to use this method on total sparse average estimation to anti-noise by then feature analysis of the image and image recovery using this method will be described in detail in section 2.

In the next part of the paper, in section 2 we will present our proposed method. The authors provide experimental analysis and results in section 3 of the paper to showcase the efficacy of our proposed method. The author ends the paper with the conclusion in section 4.

2. Proposed method (Robust sparse PCA) in feature analysis and image recovery to remove adversarial noise

Sparse PCA is a method of matrix analysis used to find the principal components of data. With the assumption that the data is noisy by outliers, sparse PCA tries to find the principal components of the data more precisely and sparingly, while ignoring the outliers. A robust sparse mean estimation problem in which the input data is noisy (see in [28]). Thus, it is required to estimate the sparse mean of the input distribution, where only a small number of components make a significant contribution to the mean. In addition, the input value may be noisy by outliers or other outlier. The goal of the problem is to build a computationally efficient algorithm to estimate a stable sparse mean from this noisy data. This algorithm solves the problem of estimating the mean of a noisy sparse vector using the magnitude of the symmetry vector of the vector to be estimated and dual norms. This is the theoretical basis to prove the correctness of the research method in this paper. The proposed method feature analysis and image recovery will be presented in detail in sections 2.1 and 2.2.

2.1. Feature analysis of images using Robust sparse PCA

Consider a signal-to-noise ratio \( \rho > 0 \) and a sample set affected by noise \( \epsilon \) from a distribution \( d \)-dimensional \( D \), where \( D \) can be \( \mathcal{N}(0, I) \) or \( \mathcal{N}(0, I + \rho \epsilon c^T) \) for a unit vector \( k \)-sparse \( v \).

Given \( \rho, \delta, \epsilon > 0 \) fixed. Set \( \eta = O(\epsilon \sqrt{\log(1/\epsilon)}) \). If \( \eta = O(\rho) \), and we have a sample set affected by noise \( \epsilon \) from the distribution \( \mathcal{N}(0, I) \) or \( \mathcal{N}(0, I + \rho \epsilon c^T) \) for a unit vector \( k \)-sparse \( v \) according to Equation (1). The goal of this problem is to distinguish between two cases: data generated from a unit normal distribution \( \mathcal{N}(0, I) \) and data generated from a normal distribution \( \mathcal{N}(0, I + \rho \epsilon c^T) \) where \( v \) is a unit vector \( k \)-sparse. In the first case, the data is unaffected by any vector and its distribution is a unit normal distribution. In the second case, the distribution of the data is changed by a unit vector \( k \)-sparse \( v \) and it will have a different property from the unit normal distribution.

\[
\eta = \Omega \left( \frac{\min(d, k^2) + \log \left( \frac{d^2}{\eta^2} + \log(1/\delta) \right)}{\rho^2} \right). \tag{1}
\]
The goal of the problem is to find a way to distinguish these two cases using as few samples as possible. This can be achieved using an algorithm that matches a specified number of samples. This algorithm must have polynomial complexity and must be able to detect noise-affected data sets with probability $1 - \delta$ as follows Algorithm 1.

Algorithm 1: Feature analysis of images using Robust sparse PCA

Procedure FeatureAnalysis($X_1, \ldots, X_n, \omega$)
Let $\hat{\mu} = \sum w_i X_i$

Let $A = d_{\delta_k}(\hat{\Sigma})$

If $|A, \hat{\Sigma} - I| \geq 20\eta$ then
Let $\sigma = sgn(<A, \hat{\Sigma} - I>)$
return the hyperplane $l$ given by

$$l(w) = \sigma \left( \sum_{i=1}^{n} w_i (X_i - \hat{\mu})(X_i - \hat{\mu})^T - 1 \right) - |<A, \hat{\Sigma} - I>|$$

else
return YES.
End.

2.2. Image recovery using extracted features

Here, we are given a sample set affected by noise $\epsilon$ from the distribution $\mathcal{N}(0, I + \rho \epsilon c^T)$, and our goal is to output a $\nu$ that minimizes $L(u, \nu)$, where $L(u, \nu) = \frac{1}{\sqrt{2}} ||uu^T - \nu \nu^T||_2$.

Given $\epsilon, \rho > 0$ fixed. Set $\eta = O(\sqrt{\log(1/\epsilon)})$. There is an efficient algorithm, for a set of $n$ samples affected by noise $\epsilon$ from the distribution $\mathcal{N}(0, I + \rho \epsilon c^T)$, according to Equation (2):

$$n = \Omega \left( \frac{\min(d, k^2) + \log \left( \frac{d^2}{k^2} \right) + \log(1/\delta)}{\eta^2} \right), \quad (2)$$

and for the output is (3):

$$L(u, \nu) = O \left( \frac{(1+\rho)\eta}{\rho} \right). \quad (3)$$

In particular, observe that when $\eta = O(\rho)$, then when $\epsilon = O(\rho)$ this implies that we recover $\nu$ with a small constant error. Therefore, with the same number of samples as for Robust sparse PCA detection, algorithm starts to provide recovery commits of small enough value and a sufficiently large number of samples, according to Algorithm 2.

Algorithm 2: Image recovery using extracted features

Procedure RecoverSparsePCA($X_1, \ldots, X_n, \epsilon, \delta, \rho$)

Let $w^*, A^*$ be the solution to

$$\arg\min_{w \in \mathbb{R}^n, A \in \mathbb{R}^k} \left\| \sum_{i=1}^{n} w_i (X_i X_i^T - I) - \rho A \right\|_{2k}^*$$

return The $d_{uk}(u) \parallel u \parallel_{d_k}^*$ the top vectors are removed except for $k$. 

End.
3. Experiments and Results

3.1. Experiments

In the field of machine learning experiments, there are many shared and diverse data sets chosen by many research groups to be applied in the field of artificial intelligence, such as CIFAR-10 [29], Image-Net [30], etc. For this study, the authors used the CIFAR-10 dataset, which datasets of detection, segmentation, and captioning, of large-scale objects. CIFAR-10 dataset consists of 60,000 color images size at $32 \times 32$ pixels in 10 classes. Which used in experiments to evaluate the model's classification accuracy. We select three classes in the included dataset horse, car, airplane. Each class includes 500 images. We use 1500 selected images to create noise and using the proposed method is shown in the two-phase flowchart in Figure 1.

![Flowchart](image)

**Figure 1. Two phase flowchart: (Above) Generate noise; (Below) Use Robust sparse PCA to remove adversarial noise**

We experimented with the algorithm by using several different noise models, including Gaussian noise model, Salt and Pepper noise model:

- **Gaussian Noise models:** to generate random noise for an image that follows a Gaussian distribution. Given an image $I$ and Gaussian noise $\epsilon$, the noisy image $I_{\text{noisy}}$ defined as (4):

$$I_{\text{noisy}}(x,y) = I(x,y) + \epsilon(x,y),$$

where $(x,y)$ represents the pixel coordinates, and $\epsilon(x,y)$ is the Gaussian noise at each pixel.

- **Salt and Pepper Noise model:** introduces random black and white pixels into an image. Given an image $I$ and the probability $p$ of adding salt and pepper noise, the noisy image $I_{\text{noisy}}$ can be defined as (5), where $(x,y)$ represents the pixel coordinates.

$$I_{\text{noisy}}(x,y) = \begin{cases} 0, & \text{with probability } \frac{p}{2} \\ 255, & \text{with probability } \frac{p}{2} \\ I(x,y), & \text{otherwise} \end{cases}$$

We use Convolutional Neural Network (CNN) model to train and evaluate the algorithm by testing the dataset in three states: original image, image containing noise, denoised image show in Figure 2. CNNs are a cornerstone of modern computer vision, renowned for their ability to learn hierarchical patterns in image data. However, they are not without limitations; they often require large amounts of labeled data for effective training and can struggle with understanding spatial hierarchies or complex relationships in images, especially when context outside the immediate field of view is important.

3.2. Results and discussions

We conduct statistical results in Table 1 and Table 2 with 3 selected classes in the CIFAR-10 data set are Car, Horse, and Airplane. In Table 1, we compare the true and false labels on each class of data for images after noise generation and images after denoising.
Table 1. Evaluate true (√) and false (×) labels on each class using CNN models to class identification

<table>
<thead>
<tr>
<th>Class</th>
<th>Image with Gaussian noise</th>
<th>Denoised image</th>
<th>Image with Salt&amp;Pepper noise</th>
<th>Denoised image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>√</td>
</tr>
<tr>
<td>Horse</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Airplane</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>√</td>
</tr>
</tbody>
</table>

Figure 2. The our experimental model

Table 2 shows Average recognition rate (%) of original image - $R_{org}$, $R_{avg}$ - average results of label recognition rate of images on each class and label recognized by our CNN model. Through the experimental results in Table 1 and Table 2, we find that the proposed method is effective in effective defense against adversarial attacks. The proposed method leverages Sparse PCA to effectively identify and classify key features within images, thus removing unwanted noise introduced by adversarial attacks. This robustness against adversarial examples enhances the model’s ability to withstand attacks and maintain its accuracy.

Table 2. Label and average recognition rate - $R_{avg}$ (%) on three classifiers (false labels are bolded).

<table>
<thead>
<tr>
<th>Class</th>
<th>$R_{org}$</th>
<th>Image with Gaussian noise</th>
<th>Denoised image</th>
<th>Image with Salt&amp;Pepper noise</th>
<th>Denoised image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
<td>$R_{avg}$</td>
<td>Label</td>
<td>$R_{avg}$</td>
<td>Label</td>
<td>$R_{avg}$</td>
</tr>
<tr>
<td>Car</td>
<td>94.36</td>
<td>Ship</td>
<td>87.21</td>
<td>Car</td>
<td>62.34</td>
</tr>
<tr>
<td>Horse</td>
<td>70.87</td>
<td>Dog</td>
<td>43.39</td>
<td>Horse</td>
<td>39.43</td>
</tr>
<tr>
<td>Airplane</td>
<td>85.63</td>
<td>Bird</td>
<td>42.67</td>
<td>Airplane</td>
<td>80.07</td>
</tr>
</tbody>
</table>

In addition to the image classes after denoising are accurately identified (see in Table 2), we see that the image after denoising is recognized with approximate labels, for example deer is almost similar to horse. This proves the effectiveness of the proposed algorithm. The results from applying the method showcase improved denoising performance, leading to images with reduced noise and preserved image details. This is especially evident in cases where images are affected by Salt and Pepper noise. Compared to traditional techniques such as PCA [24] and Sparse PCA, the Robust Sparse PCA (see in [27], [28]) consistently demonstrated superior denoising results.
This indicates that the Robust Sparse PCA method is more effective in removing noise and maintaining image integrity.

The experimental process also requires a lot of time, although experiments on a small image set, CIFAR-10, have shown that performance might be sensitive to parameter settings, requiring careful tuning for optimal results. This sensitivity could pose challenges, particularly when applying the method to different datasets or scenarios. While the method's effectiveness is showcased across domains such as CIFAR-10 dataset, its performance could vary based on dataset characteristics and noise distribution. The method's performance should be validated on diverse datasets to assess its generalizability. The complexity of the method could demand substantial computational resources, which could limit its application in resource-constrained environments or real-time applications.

4. Conclusion

In this paper, the authors present defense adversarial methods. The paper also points out the limitations of existing defensive methods. From there, a method of extracting dimensional features of the data is proposed to remove unnecessary disturbances. With this method, the authors found that the restored image retains the basic features and components. The image is put into the recognition process. It will give the recognition rate and the result of the high number of duplicate labels with the original image. However, the proposed method involves multiple steps and parameters, making it relatively complex to implement and tune. This complexity might hinder its adoption, especially in scenarios where simplicity is preferred.

In the future, the authors hope to experiment with the proposed method on different data sets with a larger number of images. The goal for future research is to make the algorithm faster and more efficient, so that it can be used as a preprocessing step for deep learning models. This would enhance the image classification performance, and make the deep learning models more secure and accurate.
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