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DATA MINING ON INFORMATION SYSTEM
USING FUZZY ROUGH SET THEORY
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ABSTRACT

Today, thanks to the strong development of applications of information technology and Internet in
many fields, a huge of database has been created. The number of records and the size of each
record collected very quickly make it difficult to store and process information. Exploiting
information sources from large databases effectively is an urgent issue and plays an important role
in solving practical problems. In addition to traditional exploiting information methods,
researchers have developed attribute reduction methods to reduce the size of the data space and
eliminate irrelevant attributes. Our attribute reduction is based on the dependence between
attributes in traditional rough set theory and in fuzzy rough set. The author built the tool which is
inclusion degree and tolerance-based contingency table to solve the problem of finding the
approximation set on set-valued information systems.
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KHAI PHA DU LIEU SU DUNG LY THUYET TAP THO MO

Phiing Thi Thu Hién
Truong Dai hoc Kinh té Ky thudt Cong nghiép, Ha Noi

TOM TAT

Ngay nay véi su phat trién manh mé cac ing dung cong nghé thong tin va Internet vao nhiéu linh
vuc, da tao ra nhiéu co so dir liéu khong 16. S6 lugng cac ban ghi ciing nhu kich thudc timg ban
ghi dugc thu thap rat nhanh va 16n gay kho khan trong viéc luu trit va xir Iy thong tin. Dé khai thac
hiéu qua ngudn thong tin tir cac co so dit lidu 16n ngdy cang tré thanh van dé cap thiét va dong vai
trd chu dao trong viée giai quyét cac bai toan thyc té. Bén canh cac phuong phap khai thac thong
tin truyén thong, cac nha nghién ciru da phat trién cac phuong phéap rit gon thudc tinh nhiam giam
kich ¢& cua khong gian dir liu, loai bo nhimg thudc tinh khong lién quan. Trong bai bao nay,
chung 61 gi6i thiéu mot s6 phuong phép rut gon thudc tinh theo tiép can tap thé mo, nghia 1a 1y
thuyet tap tho két hop voi ly thuyét tap mo. Pong thoi, tac gia xay dung cong cu do do va bang
ngiu nhién tong quéat hoa dé tim tap xap xi trong hé thong tin da tri.

Tir khéa: Tap thé; tip mo; tap thé mo;, hé thong tin da tri; bang ngau nhién;, rit gon.
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1. Introduction

Attribute reduction is an important issue in
data preprocessing steps which aims at
eliminating redundant attributes to enhance
the effectiveness of data mining techniques.
Rough set theory by Pawlak [1] is an effective
tool to solve feature selection problems with
discrete attribute value domain.

Attribute reduction methods of rough set
theory are performed on decision tables with
numerical attribute value domain [2].

In fact, the domain attribute value of the
decision table usually contains real-valued or
symbolic values. In order to solve this
problem, the rough set theory uses discrete
methods of data before the implementation of
attribute reduction methods. However, the
degree of dependence of discrete values is not
considered. For example, the two initial
attribute values are converted into the same
"Positive" value. However, we do not know
which value is more positive, which means
that discrete methods do not solve the
problem of data semantics conservation. To
solve this problem, Dubois D and his
assistants proposed fuzzy rough set theory [3]
which is a combination of rough set theory [4]
and fuzzy set theory [5].

The fuzzy set theory assumes the preservation
of the semantics of the data, and the rough set
theory preserves the indiscernible of the data.

Similar to the traditional rough set model,
fuzzy rough set uses fuzzy similarity relation
to approximate fuzzy sets into upper
approximation set and lower approximation
set [6]. So far, many works have published
the axiomatic systems, properties of operators
in the fuzzy set of models. The work [7]
studies attribute reduction method based on
the fuzzy set theory approach based on
dependency between attributes.

The article structure is as follows. Part Il
presents some basic concepts and attribute
reduction method use of dependencies

between attributes in traditional rough set
theory. Part 11l presents some basic concepts
in fuzzy rough set and attribute reduct based
on fuzzy rough set. Part 1V, the author built
an algorithm for finding approximations set in
in set-valued information systems. Finally,
the conclusion and direction of the next
development are given.

2. Basic definitions

This section presents some basic concepts in
rough set theory and attribute reduction method
uses dependencies between attributes [8].

An information system is a pair IS =(U,A),
where U is a finite nonempty set of objects
and A is a finite nonempty set of attributes
such that each aeA determines a
mapa:U —V,, where V, is the value set of a.
Information system is a tuple IS = (U, A) ; each
sub-set P < A determines one equivalence
relation:

IND(P)={(u,v)eU xU|vaeP,a(u)= a(v)}
Partition of U generated by a relation
IND(P)is denoted as U /P, while

U/P=®{aeP:U/IND({a})} where

A®B={XNY:VX eAVYeBXNY =T}

If (x,y)eIND(P),
indiscernible by attributes from P.

then x and y are

Partition of U generated by a relation
IND(P)is denoted as U /P and is denoted as

[u], . while [u], ={veU|(u,v)e IND(P)}.

Considering information system 1S =(U,A),
BcA and XcU, BX={ueU|u], =X}
and  BX ={ueU|u,nX =B}are called

lower approximation and upper
approximation of X respect to B respectively.
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Considering information system IS = (U, A),

P,Qc A then the positive region can be
defined as POS,(Q)= U (PX)

XeU/Q
The positive region contains all objects of U
that can be classified to classes of U /Qusing
the knowledge in attributes P.

For P,Q c A, the quantity k =y, (Q) represents
the dependence of Q on P, denoted P =, Q,
can be defined as

k:}/P(Q)= |U|

with|S|as the force of S.

If k=1, Q depends totally on P, if 0<k<1,
Q depends partially (in a degree k) on P.

For Pc A, X cU,member function of object
x €U is defined:

X
/£ U —>[04] and x _IBde 0 X )
I[x]; |
Membership is characteristic of the inclusion
of [x], in the object set X. From the

definition of the membership function, the
formula (1) calculates the dependence of the
attribute as follows:

ZXEU /“IFE’OSP(Q) (X)

k=7(Q) = |U|

@)
A decision system (or decision table) is an
information system (U, A), where A includes
two separate subsets: condition attribute
subset C and decision attribute subset D. So
that, a decision system (DS) could be written
as DS =(U,CuD) where CNnD=2.

Decision table DS=(U,CuD) is called
consistent if and only if POS.(D)=U.
Opposite DS is inconsistent.

Attribute reduction in decision system is a
process of selecting the minimal sub-set of
conditional attribute set, preserving classified

information of the decision systems. In
traditional rough set, Pawlak [9] introduced
the concept of reduction based on the positive
region and developed a heuristic algorithm for
finding the best reductions of the decision
table based on the criterion of importance of
the attribute.

Definition 1. Let DS=(U,CuD)be a
decision table, RcC , if

1) POS, (D)= POS, (D)

2) VreR, POS, (D) # POS (D)

then R is a reduct set of C based on the
positive region.

Definition 1 combines the definition of

dependency between attributes in formula (1),
attribute set R< C is a reduct set of C based

on the positive region if y,(D)=y.(D) and
VreR, 7 (D) # 7. (D).
Definition 2. Let DS=(U,CuD)be a

decision table, Bc=Cand beB-C. The
importance of attribute b for attribute set B is
defined as:

IMP; (b) = 7515, (D) — 75 (D)
) [POS,, (D)|~|POS, (D)| (4)
B Ul

With the assumption |POS,, (D)| =0.

We see that
s0 IMP, (b) 0.

IMP, (b) calculated by changing number of

dependence of D on B when adding attribute
set b into B and IMR, (b) is larger the greater

amount of changing, or attribute set b is more
important and reversing.

The importance of this attribute is the
criterion for selecting attributes in the
heuristic algorithm for the find the reduct set
of decision tables.

The ideas of the algorithm initials with
empty attribute set R=, repeat adding

[POS,.1; (D)] > [POS, (D)),

12
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the most important attribute set into set R
until finding reduct.

Algorithm 1. Algorithm finds the best
reduction set using dependencies between
attributes [10].

Input: Decision table DS =(U,CuUD)
Output: areduct R.
1. R«T;
2. While y,(D) = y.(D) do
3. Begin
4. ForceC-R
Calculated
IMP, (€) = 7y (D) = 7= (D);
5. Select ¢, eC—R inorderto

IMP, (c,, ) = Max {IMP, (c)}

6. R« Ruf{c,};
7. End;
8. Return R;

In the next section, we present algorithm
attribute reduct based on decision tables by
fuzzy rough set

3. Attribute reduct based on fuzzy rough set

The fuzzy rough set is based on a
combination of rough set theory and fuzzy set
theory to approximate fuzzy sets using fuzzy
similarity relations [11].

A relation R defined on U is called fuzzy
equivalence relation if it satisfies the
following conditions:

1) Reflectivity: (u (x,x)=1)

2) Symmetry: (ug (%)= s (¥.X))
3) Transitivity:
(,us (X,Z) 2 Hs (X, y)/\,us (yv Z))

Similar in traditional rough-set theory, based
on fuzzy similarity relation, each attribute set
P < A defines a fuzzy partition as follows:

U/P=®{aeP:U/IND({a})} (5)

for A®B={XNY:VX eAVY eB XNY =}
Each element of U /P is a fuzzy equivalence
class [x], with (s, (v)= 4 (x¥)).

Membership function of objects in fuzzy
equivalence class is defined based on fuzzy-
rough set theory:

Mo e, (X) =00 (215, (%), 1, (X) 00 12, (X)) (6)

Based on the fuzzy equivalence classes, the
concept of the lower and upper
approximations is expanded fuzzy lower
approximation set and fuzzy upper
approximation.

With attribute set Pc A, the membership

function of objects in the subset of fuzzy sets
and the set of fuzzy approximations is defined:

e (3) = 50p i s (), inf max {1 (1), ()
(7
e ()= 503 min . () supmin . (). ()}

FeU/P yeu
(8)

The symbols inf X, sup X, respectively are the
lower and upper of the set X. F is fuzzy
equivalence class of the fuzzy partition U/P.

Then (PX,PX )is called a fuzzy rough set.

In traditional rough set theory, concept of
positive region is defined as the intersection of
all subsets of the approximation. With
P,Q < A, the membership function of the fuzzy

positive in the fuzzy rough set is defined:

,Uposp(Q)(X): SUP gy (X) 9)
XeUu/Q

Based on the fuzzy positive region concept,

the fuzzy function represents the dependence
between the attributes defined as follows:

_ |ﬂposP @ (X)| _ |ZX€U Hoos, (@) (x)|
V] U]

4 (Q) (10)

The importance of the attribute using the fuzzy
function in formula (10) is described as follows:
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IMB (b) = /IBu(b)(D)_lB(D) (11)

Attribute reduction algorithm in the decision
table using in formula (10) is described as
follows:

Algorithm 2. Algorithm finds the best
reduction set

Input: Decision table DS =(U,CuUD)

Output: a reduct R.

l. R«J;

2. 1,(D)=0;

3. While 2,(D) = A.(D)do
4. Begin

5. ForceC-R

calculated IM; (c)= A, (D)=4 (D);
6. Select c,eC—R inorderto

IM, (c, ) =Max{IM, (c)};

ceC-R

7. R<Ruf{c};

8. End;
9. Return R;

4. Building tools to find approximation in
set-valued information system

4.1. Set-valued information system [12]

An information system is a quadruple
ISS=U,AV,f), where U is a non-empty
finite set of objects; A is a non-empty finite
set of attributes; V is the set of attributes
values, f is a mapping from U xA to V,
where f:UxA—2"is a set-valued mapping.
In the convention the
ISS =(U,AV, f)is ISS =(U,A).

In the set-valued information system
ISS =(U,A), for Bc A, the tolerance relation

T, 1s defined as:

abbreviation

T, ={(u,v)eUxU| vbe B, u(b) nv(b) = 2}
Put [ul ={veUlW.v)eTy}, [u]

tolerance class corresponding to T,. The

is called a
B

Ty T,

notation U /T, :{[u]T |UeU} represents the
set of all tolerance classes corresponding to
the relation T,, then U /T, formed a cover of
U because the tolerance classes in U /T, can
intersect and Y [ul, =U. Oviously, if
CcBthen [u] <[u], orall ueu.

Let ISS=(U,A) be a set-valued information
system. For any Bc A we denote by
U /T, ={[u]; : ueU}the tolerance class related

to object ueU. We denote
U /T, ={[u];, : ueU}the family of all tolerance

classes of T, .
Set-valued decision information system is a
quadruple DSS =(U,Cu{d},V, f), where U is

a non-empty finite set of objects; C is a finite
set of condition attributes, d is a decision
attribute with Cn{d}=g; Vv =V, uV,, where

V. is the set of condition attribute values, V,
is the set of decision attribute values; f is a
mapping from (U x(Cuw{d}) to V such that
f:UxC —2% is a set-valued mapping, and
f :Uxd —V, is a single-valued mapping. The

set-valued decision information system can
always be expressed as a table, called set-
valued decision table.

Given a set-valued information system
ISS=(U,A), Bc A. The lower and upper

approximations of X cU in terms of
tolerance relation T, are defined as:

T_B(X):{XEU :[x] gx};

TB
T_B(X):{x eU :[x]TB N X ¢®};

4.2. Building tools

Definition 3. (Contingency Table)

Let DSS =(U,Cu{d}) is set-valued decision

information system, V, be the set of decision
values in decision table,

14
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and let U/IND(B) = {[u,], [u,], [ us, ], } be
partition of U defined by indiscernibility

relation IND(B) for Bc< C. Contingency
table CT, related to B is a two dimensional

table CT,=[CT,[i, j]1)%" where:
CT[i, jl={xeU :x e[x]s Ad(X)=J}.

Using this structure quickly determines the
frequency of occurrences of attributes in the
matrix, without having to check the
appearance of attributes in every cell in the
decision table.

Definition 4. (Tolerance-Based Contingency
Table)
Let DSS =(U,Cu{d}) is set-valued decision

information system, V, be the set of decision
values in decision table, let T, be a tolerance
relation for BcC.

The tolerance based contingency table is a
two-dimensional table

TCT, = [TCT [i, j]]je{l’”lvd ) , which is defined as

iefl,..ng}
follows:

TCT, [i, j]=[fueUjue[u], vad)= i
Tolerance-Based Contingency Table is a table

that shows the distinction of the tolerance
classes relative to the decision attribute.

4.3. Algorithm for finding approximations
on set-valued information systems

Algorithm 3. Finding upper and lower
approximation of X

Input:  Set-valued information table
ISS=(U,A), X cU, BCA,
Tolerance relation T,
U/IND(B)={L 2,...,n}.

Output: Upper and lower approximation of X.

1. Create the
DT=U,Cu{d,}

2. Generate CTg;

3. Generate TCTg from CTg;

decision table

4, forie{1,2,.....,ny} do

5. Compute a inclusion degree

N TCTIi,1]
“TCT[i,+TCT[i,0]

Vi

6. if (v, =1) then

7. LowerAppr« {i}
8. else

9. if (vi > 0) then
10. Upper Appr «{i}
11. end if

12. end if

13. end for

5. Conclusion

Fuzzy rough set model proposed by D.
Dubois is a combination of rough set theory
and fuzzy set theory. The rough set theory
preserves indiscernible of data, fuzzy set
theory preserves the semantics of the data. So
that, fuzzy rough set tool is considered to be
more efficient than the rough set tool in
property reduction and filtering on
information  systems with domain of
continuous attribute value or semantic values,
fuzzy values.

In this paper, based on the attribute reduction
using the dependence between attributes in
traditional rough set theory and the fuzzy
rough set, we demonstrate that the fuzzy
rough set of approaches on the original data
would have been a minimized set of
reductions than the set of reductions of the
traditional rough set if we use the
membership function of the fuzzy set to
discrete the data.

At the same time, the article builds on the
new data structure as inclusion degree and
tolerance-based contingency table in the set-
valued information system. This is a powerful
tool for constructing the algorithm computing
upper and lower approxmation on set-valued
information systems. Our future research
direction is to build an algorithm for finding
reduct set in the case of updating objects on
set-valued information systems.
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